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Summary—In this study we provided an experimental test bed for validating features of the
Arbitrary Lagrangian Eulerian Grid for Research Applications (ALEGRA) code over a broad
range of strain rates with overlapping diagnostics that encompass the multiple responses. A
unique feature of the ALEGRA code is that it allows simultaneous computational treatment,
within one code, of a wide range of strain-rates varying from hydrodynamic to structural
conditions. This range encompasses strain rates characteristic of shock-wave propagation
(10"/s) and those characteristics of structural response (10%s). Most previous code validation
experimental studies, however, have been restricted to simulating or investigating a single
strain-rate regime. What is new and different in this investigation is that we have performed
well-controlled and well-instrumented experiments, which capture features relevant to both
hydrodynamic and structural response in a single experiment. Aluminum was chosen for usein
this study because it is a well-characterized material. The current experiments span strain rate
regimes of over 10'/s to less than 10%/s in a single experiment. The input conditions were
extremely well defined. Velocity interferometers were used to record the high strain-rate
response, while low strain rate data were collected using strain gauges. Although the current
tests were conducted at a nominal velocity of ~ 1.5 km/s, it is the test methodology that is
being emphasized herein. Results of a three-dimensional experiment are also presented.

INTRODUCTION

Sandia National Laboratories is developing a code referred to as ALEGRA which is a multi-
material arbitrary Lagrangian Eulerian code [1] for use in many programs related to research
applications. A unique feature of ALEGRA is that it allows simultaneous computational
treatment, within one code, of a wide range of strain-rates varying from encompasses strain rates
characteristic of shock-wave propagation (107/s) and those characteristics of structural response
(10%s) [2]. It combines the features of modern Eulerian codes such as CTH [3] with modern
Lagrangian shock wave physics codes and transient structural analysis codes. Some exampl es of
applications with varying strain rates include (but are not limited to) high velocity impact and
penetration processes [4], explosively formed projectiles, and shaped charge jet formation.

Validating a code requires both postdating and predicting pertinent experimental data. The
most useful validation experiments are reproducible and highly instrumented [5], with well-
understood experimental errors. There are many parts of a calculation that we must validate:
geometry, initial conditions, boundary conditions, material flow agorithms (remeshing and
remapping agorithms), and material models, including EOS, constitutive relations and fracture
models. There are also issues associated with meshing resolution and geometric fidelity. In
many cases pertinent experimental data are available for a single strain rate regime and are used
when appropriate to this regime. However, within certain applications that ALEGRA is



addressing, there is a need to perform well-controlled experiments that capture material response
at both high and intermediate strain rate regimes.

In this study, we provided an experimental test bed and a methodology for validating features
of the ALEGRA code [1], including material models, over a broad range of responses with
overlapping diagnostics that encompass multiple strain rates. Aluminum was used in these
experiments because it is a well-characterized material - its equation of state (EOS) and
constitutive properties are well established over a wide range of loading rates. Pretest
calculations were performed to design and optimize the experiment and to assist in instrumenting
the experiment. Velocity interferometers were used to record the high strain-rate response and to
determine the input conditions extremely accurately, while low strain rate data were collected
using strain gauges. In particular, the current experiments span strain rate regimes of over 10°/s
to less than 10%/s in a single experiment. Even though the experiments are conducted at impact
velocities of ~ 1.5 km/s, what is significant in this investigation is the methodology that is being
established to validate modern 3-D Arbitrary Lagrangian Eulerian (ALE) codes, and can be
easily extended to high impact velocities. The test methodology developed for use in this
investigation is described in the next section. Results of these experiments including a well-
controlled three-dimensional experiment are discussed and compared with ALEGRA simulations
in subsequent sections.

EXPERIMENTS

M ethodology

A series of experiments were conducted on the Sandia terminal ballistics facility [6]. Thisisa
two-stage light-gas gun that can launch a sabot package carrying spherical projectiles to
velocities over 6 km/s. A 9.52 mm, 6061-T6 aluminum sphere was launched to ~ 1.5 km/s. The
exact impact velocity for each experiment is given in Table 1. The impact velocity in each
experiment was determined to an accuracy of 0.2% using a magnetic pick-up coil method [7].
The spherical projectile impacted one end of a hollow cylindrical can (also made of 6061-T6
aluminum) whose outer diameter was ~ 63.5 mm, inner diameter was ~ 57.2 mm, axia length
was ~ 90 mm, with afront plate thickness of ~ 14 mm. The thicknesses of the front plate and
the cylinder wall for each experiment is shown in Table 1. In this study, the impact velocity and
the front plate thickness was controlled to prevent rupture of the plate, while causing sufficient
deformation/bulging as aresult of impact.

Table 1. Summary of experimental conditions

Experiment Impact Front Plate wall Impact Radius X-t
Nos. Velocity  Thickness  Thickness Location (mm)  Slope
(km/s) (mm) (mm) (X,Y mm)
L1 1.48 13.614 3.18 +012 , +25 2502 5.82
L2 1.52 13.919 3.18 +25 ,+25 3535 5.59
L3 1.47 13.919 3.20 +114,-38 12016 573
L4 1.55 14.021 3.23 -38 , +43 5.738 557
LS 152 13.665 3.19 -20 , +52 5571 5.66

L6 1.52 13.614 3.23 -20 , +30 3.606 5.66




The experimental configuration is indicated in Figure 1(a). A velocity interferometer,
VISAR, [8] is used to monitor the back surface motion of the free surface both along the central
axis and at off-axis locations. A total of twelve strain gauges, six to determine the axia strain
(stress) and six to determine the hoop strain (stress), were used. The measurements were
determined to an accuracy of better than 2% for velocity histories and 3% for strain gauge
records. In experiments L1 and L2, two polyvinyldifluoride (PVDF) gauges were also used on
the circumferential surface but orthogona to the strain gauge records. Because the output
signals from the PVDF gauges perturbed the strain gauge records they were no longer used in
subsequent experiments. In subsequent experiments they were replaced with strain gauges.
Figure 1(a) illustrates the location of the velocity interferometer, and the strain gauges used in
this study. An instrument can assembly is shown in Figure 1(b). Strain gauges 1 to 3 are
positioned on one side of the can while gauges 4 to 6 are installed diametrically to strain gauges
1to 3. The strain gauges are positioned nominally at 19 mm (gauges 1 & 4), 48 mm (gauges 2 &
5) and 78 mm (gauges 3 & 6) from the impact plane, and along the circumferential surface of the
cylinder.

(b)

Fig. 1. Experimental configuration is shown in (a), while the instrumented can
isshownin (b).

The measured free-surface particle velocity history is shown in Figure 2 for al the
experiments. The strain gauge records, which represent the axial strain measurements of strain
gauges 1 to 3, and 4 to 6 along the circumference are indicated in Figures 3 and 4, respectively,
for experiment L5. The arrival time of the stress front as indicated by the strain gauge recordsis
plotted versus its location in Figure 5. (In this graph, the times are arbitrarily shifted to allow a
display of all experiments.) This yields the rate at which the stress front sweeps up in the
cylindrical tube. As indicated in Table 1, multiple experiments were performed to determine the
accuracy, and the repeatability of the experiments. The impact velocity was reproducible to
within 1.3 % of the mean impact velocity of 1.5 km/s. All impact locations (except L3) are
within 25 mm and 5.7 mm from the geometric center of the instrumented can, and are well
within half the projectile sphere diameter.
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Fig. 3. Axial strain gauge records 1, 2, and 3 for experiment L5.
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Fig. 4. Axial strain gauge records 4, 5, and 6 for experiment L5.
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Fig. 5. x,t diagram of axial gauge records for all experiments. The slope of the
lines represents the speed of the wave propagation front (see Table 1).



For the purposes of discussion in this paper these experiments are characterized as two-
dimensional. This potentially allows a detailed analysis to capture the effects of dight variations
in experiments while assuming a two-dimensional axis symmetric configuration for
computational analysis. (Note the deviation is small considering that the sphere is launched over
a distance of 6 meters from the muzzle of the gun to the impact location.) In experiment L3, the
sphere impacted the front face of the aluminum can at a radius of ~ 12 mm from the center, i.e.,
the axis of symmetry. This is clearly over one ball diameter; the results of this experiment will
address three —dimensional impact effects both experimentally and computationally.

Results

Two-Dimensional (2D) Experiments — VISAR Records. Impact locations are within 2.5 mm
and 5.7 mm from the geometric center of the instrumented can, and are well within haf the
projectile sphere diameter. Upon impact, peak stresses approaching 13 GPa are generated at the
contact point. The loading strain rates at that point are in excess of 10’/s. A spherical diverging
wave, in combination with edge relief, attenuates the resulting stress wave. The peak velocity
measurement of approximately 0.2 km/s at the rear free surface for all the experiments indicates
substantial wave attenuation. The velocity interferometer was set up to monitor the particle-
velocity at the exact geometric center of the can. The variation in free-surface particle velocities
in Figure 2 results from variation in impact velocity and the impact location. These results,
therefore, would allow an estimate of the dispersion/attenuation of the wave propagation process
occurring radially over the impact locations of 2 mm to 5 mm from the center axis. The leading
edge of the wave in the front plate is determined to travel at 6.4 km/s, which is representative of
the elastic wave velocity in 6061-T6 aluminum. Although not shown in this paper, the off-axis
velocity interferometer measurements also suggest that the initial arrival time of the diverging
stress wave is indicative of an elastic wave front. The leading precursor wave velocity is
determined to an accuracy of 1 %.

Two-Dimensional (2D) Experiments — Srain Gauge Records. In these experiments, the
relative time of arrival of all strain gauge records are known to within the sampling rate of the
recording equipment, which is 20 ns for the current strain gauge records. The strain gauge
records for experiment L5 are indicated for gauges 1 to 3 in Figure 3 and for gauges 4 to 6 in
Figure 4. Not all experiments are indicated in this paper but they have been documented
elsewhere (9). Gauge records indicate peak strain of ~2500 x 10° at a strain rate of 1.2 x 10*/s at
approximately 20 mm from the impact interface. This reduces to a strain of 500 x 10° at a strain
rate of 2 x 10°/s at about 80 mm from the impact interface.

X-t Diagram. Figure 5 shows the least squares fit lines to the first arrival time of the strain
gauge record versus its location for all the strain gauges used in the experiment. All experiments
are shown in Figure 5. The initial arrival time is intentionally shifted arbitrarily to display the
slopes of the lines for all experiments. The gauge pairs{1,4},{2,5}, and { 3,6} are located at the
same location but diametrically opposite from the impact interface on the circumferential
surface. Experimentally, however, the arrival time of the leading edge of the wave is different
for the complementary gauge (See Figure 3 and Figure 4). The time difference between the two
gauges at the same location but diametrically opposite to each other is due to the non-centered
nature of the impact. The data indicates that the stress front sweeps by at an average velocity of
5.66 km/s in the cylindrical tube. Thus, results of the strain-gauge records versus location in
each experiment yield a velocity that is independent of the minor variations in both impact
velocity and impact location for the series of experiments reported herein. This suggests that an
inclined wave front is propagating in the cylindrical tube and it travels at the same wave speed.

Three-Dimensional (3D) Experiment — VISAR Records. In experiment L3 the impact occurs
at aradius of 12 mm from the geometric center. Peak stresses approaching 13 GPa are generated
at the contact point at impact. The loading strain rates as in other experiments is in excess of
10°/s. A spherical diverging wave, in combination with edge relief, attenuates the resulting



stress wave. The peak velocity measurement of ~ 0.035 km/s monitored at the exact geometric
center of the can, shown in Figure 6, indicates significant wave attenuation for non-centered
impact. The attenuation is an order of magnitude more than what is indicated for the 2D
experiments in Figure 2. The leading edge of the wave in the front plate is determined to travel at
6.4 km/s as determined by the distance from impact point to the center of the can. This is
representative of the elastic wave velocity in 6061-T6 aluminum. This leading precursor wave
velocity is also determined to an accuracy of 1 % in this experiment.
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Fig. 6. Free-surface velocity time history of back surface motion along the
central axis of can L3. Impact occurred at aradius of 12 mm from center.

Three-Dimensional (3D) Experiment — Srain Gauge Records. The strain gauge records for
experiment L3 are shown for gauges 1 and 2 in Figure 7 and for gauges 4 to 6 in Figure 8. The
records indicate peak strain of over 8000 x 10° at a strain rate of 1.2 x 10°/s at approximately 20
mm from the impact interface. The oscillatory behavior appears to be considerably asymmetric
when compared to the strain gauge records of the two-dimensional L5 experiment in Figures 3
and 4.

X-t Diagram. Figure 5 shows the least squares fit line to the first arrival time of the strain
gauge record versus gauge location for gauges 4 to 6 in experiment L3 (Only 4, 5, and 6 were
used because we did not get a gauge record 3 for the companion gauge 6). All other experiments
are also shown in Figure 5. As shown in Figures 7 and 8, the arrival time of the leading edge of
the wave is approximately 3.5 [S different for the complementary gauges 1 and 4. This large
time difference between the two gauges at the same location but diametrically opposite to each
other is evidently due to the 3D aspect of the experiment. The data neverthel ess indicates that the
stress front sweeps by at a velocity of 5.73 km/s in the cylindrical tube, and is quite comparable
to the mean velocity of 5.66 km/s observed in the 2D experiments. The large time differences
between the complementary gauge records suggest considerable obliquity in the 3D experiment.
Incidentally, this wave speed is very close to the estimates of theoretical plate velocity in 6061-
T6 aluminum, which is about 5.60 km/s.



MicroStrain

MicroStrain

8000

4000

-4000

-8000
0

10 20 30 40 50 60 70 80
Time (us)
Fig. 7. Axial strain gauge records 1 and 2 for experiment L 3.
8000
I S6A
4000 [~
S5A ‘*
R \ Mo
0 y" / \ ' v
* VA AV
-4000 [~
-S4
-8000 \ —T - \ \ \ \
0 10 20 30 40 50 60 70 80

Time (us)

Fig. 8. Axial strain gauge records 4, 5, and 6 for experiment L 3.



Degree of Asymmetry. Table 1 summarizes the location of impact both as an x, y coordinate
and also as the radius measured from the center of the can, which is regarded as the origin. The
degree of asymmetry is defined as the difference between the lines (RR;) and (RR4). R isthe
location of the impact (see Table 1), and the coordinates for R; and R, are (-31.6, 0) and (31.6,
0), respectively, the edges of the front surface where gauges 1, 2, 3 and 4, 5, 6 are installed.
These lines are shown schematically in Figure 9. Note, if impact occurs along the y-axis then the
impact location is symmetric with respect to the gauges located diametrically opposite to each
other. There will not be any asymmetry with respect to the arrival times of the stress front at the
gauge locations — even though the experiment may be a 3-D experiment. The time difference
between the two gauges at the same location but diametrical to each other is primarily due to the
asymmetry, and not merely due to the non-centered nature of the impact. The experiment L3 is,
therefore, not only a 3D experiment, but from the viewpoint of strain-gauge locations, an
asymmetric experiment. The degree of asymmetry is plotted versus the time difference between
the two strain gauges at the same location in Figure 9. There appears to be a systematic
correlation as indicated in the figure. Also shown in the figure are photos of recovered cans
displaying the impact location in each experiment. From the stand point of code validation and
computational analysis experiment L1 is the best experiment to investigate axis symmetric 2D
effects, while experiment L3 is the best asymmetric 3D-experiment. The results of experiment
L2 are not indicated in Figure 9. This is because good strain gauge records were not recorded in
experiment L2.
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COMPUTATIONAL SIMULATIONS

The reasons for conducting the ALEGRA simulations are three-fold: 1) to assist in the design
of the validation experiments; 2) to produce results for comparison with the experimental data;
and 3) to utilize the code and discover errors and inadequacies from a user’s perspective. The
combined goal is ultimately to contribute to the validation of the ALEGRA code for a certain
class of problems or determine the net uncertainty from various possible sources of error. Since
there is always the desire to improve the accuracy of a code, an additional goal is also to
discriminate between the dominant individual sources of error.

Axi-symmetric two-dimensional simulations with Eulerian meshes were run in the baseline
studies. A Mie-Gruneisen EOS and an elastic perfectly plastic constitutive relation were used for
simplicity. In the experiments, velocities at the centerline were measured for the off-center
impacts, whereas in the two dimensional simulations this was approximated by off-center
velocity measurements of centered impacts. This approximation will be most appropriate for
early times (less than 20 ps) and for lower frequencies at the longer times.

Both the VISAR and strain gauge measurements were made on the material surface. Time-
resolved data for Eulerian calculations in ALEGRA are acquired by the use of massless
Lagrangian tracers. These tracers move with the Lagrangian motion of the materials during the
course of calculations. Because of tracking problems these tracers must be placed at least one
zone away from material boundaries in order to move most accurately. Otherwise, numerical
diffusion associated with multi-material Eulerian interface tracking will partially corrupt the data
recorded by the tracers. In our simulations, results were recorded at locations, which were 1.5
and 2.5 zones from the free surface to examine the effect of tracer location. Meshes with 0.5,
0.25 and 0.125 mm cell dimensions were used to examine mesh convergence effects. For the
velocity type data as shown in Figure 2, a mesh size of 0.25 mm produced adequate convergence
to~ 2% error for the early time response. There was very little change in the calculated velocity
history when the mesh size was further reduced to 0.125 mm, indicating mesh convergence for
these mesh dimensions.
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disagreement, as shown in
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for strain gauge S2 for experiment L6.

studies with ALE meshes, in which the strain gauged side wall was Lagrangian, did exhibit
dlightly better agreement with experiment than pure Eulerian ones, and it is anticipated that the
improvement would be greater at longer times. Further study, including three dimensional
simulations, and further study of ALE approaches, is required to draw firm conclusions about the
uncertainty of the code for this type of problem.



CONCLUSIONS

In this study, we provide an experimental test bed and a test methodology for validating
features of the ALEGRA code over a broad range of responses with overlapping diagnostics that
encompass the multiple strain rates. Specifically, the current experiments span the strain rate
regimes from 10°/s to less than 10%s. Input conditions are well characterized; the input
conditions are known to better than 0.2%, while the measurement precision is approximately 2%
for the interferometer records and about 3% for the strain gauge records. The current
experiments are well controlled two-dimensional and three-dimensional |oading experiments.

Results of the experiments indicate that in the front thick plate the diverging wave propagates
at an elastic wave-velocity of 6.4 km/s. The wave transitions into the thin cylindrical tube at an
average plate wave velocity of 5.66 km/s. The strain gauges located on the tube wall suggest an
asymmetry in wave propagation and can be correlated to the degree of asymmetry as defined in
this paper. The data is collected over long time scales. Even though it is not displayed in this
study strain gauge records have been gathered for up to a millisecond.

Future experiments will consist of well-controlled three-dimensional loading conditions.
Future experiments will also include a test bed at higher impact velocities, and an increased
complexity of the test bed. The cylindrical can will be filled with structural materials of interest
such as foam and steel to ssmulate many research and structural applications. This is ongoing
work and it is anticipated that the current data set will be continuously used to evaluate many
aspects and issues related to ALEGRA code validation.
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